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ABSTRACT

Aims: The aim of this paper is to present techniques indicators of artificial neural
networks (ANNs) model using for predicting the exact movements of stock price in the
daily Libyan Stock Market (LSM) index forecasting.

Study Design: Research paper.

Place and Duration of Study: Libyan stock market from January 2, 2007 to March 28,
2013.

Methodology: The data from an emerging market Libyan Stock Market are applied as a
case study. Twelve technical indicators were selected as inputs of the proposed models.
The forecasting ability of the ANN model is accessed using back-propagation neural
network of errors such as MAE, RMSE, MAPE and R?. Two comprehensive parameter
setting experiments for both the technical indicators and the levels of the index in the
market were performed to improve their prediction performances.

Results: The experimental statistical results show that the ANN model accurately
predicted the direction of movement with the average prediction rate 91% of data analysis
in its best case, which is a perfectly good outcome. The relationship strength between
parameter combination and forecast accuracy measures such as MAE, MAPE, and
RMSE is strong (R220.99). The statistical and financial performance of this technique is
evaluated and empirical results revealed that artificial neural networks can be used as a
better alternative technique for forecasting the daily stock market prices.

Conclusion: This study proved the significance of using twelve particular technical
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market indicators which gave also useful results in predicting the direction of stock price
movement. To improve ANN model capabilities, a mixture of technical and fundamental
factors as inputs over different time period were used to be an effective tool in forecasting
the market level and direction.

Keywords: Libyan stock market; artificial neural networks; prediction of stock price index;
technical indicators; back-propagation errors.

1. INTRODUCTION

Stock prices present a challenging task for traders and investors since the stock market is
essentially dynamic, nonlinear, complicated, nonparametric, and chaotic in nature [1]. Thus,
investors can hedge against potential market risks and speculators and arbitrageurs have
opportunities to make profit by trading in stock price index [2]. The early Efficient Market
Theory (EMT) claims that prices move in a random way and it is not possible to develop an
algorithm of any kind that predicts stock prices [3]. Forecasting or predicting stock prices
may be done following one or a combination of four approaches: fundamental analysis,
technical analysis, time series forecasting and machine learning. Each approach has its own
virtues as well as limitations. An artificial neural networks (ANNs) or neural networks (NNs)
are computational theoretical modelling tools that have recently composed of several highly
interconnected computational units called artificial neurons or nodes. Each node performs a
simple operation on an input to generate an output that is forwarded to the next node in the
sequence. This parallel processing allows for great advantages in data processing analysis
and knowledge representation [4,5].

ANNs are widely applied in various branches such as computer science, engineering,
medical and criminal diagnostics, biological investigation, analysing the business data, and
econometric analysis research. They can be used for analysing relations among economic
and financial phenomena, forecasting, data filtration, generating financial time-series, and
optimisation [6,7,8,9]. ANN-based models are empirical in nature; however they have been
shown to be able to decode non-linear financial time-series data, which sufficiently describe
the characteristics of the stock markets [10]. Numerous researches such as: [11] and [12]
have been made to compare ANNs with real-world data analysis statistical tools. Although,
ANNs has have been successfully applied to loan evaluation, signature recognitions,
financial time-series analysis forecasting and many other difficult pattern recognition
problems that do not have an algorithmic solution or the available solution is too complex to
be found and complex dimensionality [13,11,12,14]. If stock market return fluctuations are
affected by their recent historic behaviour, ANN model which can prove to be better learning
of predictors market price index [15]. ANN model often exhibit inconsistent and unpredictable
performance on noisy data, while predicting the financial market's movements is more
difficult is as considered by some researchers [16,17,18].

It is of interest to study the extent of stock price index movement predictability using data
from emerging markets such as of the Libyan Stock Market (LSM). Since its establishment in
3rd June 2006 by decision no. (134) of the General People’s Committee (GPC), to form a
joint stock company with capital of 20 million Libyan dinars (LYD), divided into 2 million
shares with a nominal value of 10 LYD per share, as the LSM has presented an outstanding
growth as an emerging market. The LSM is characterised with high volatility in the market
returns. Such volatility attracts many local and foreign investors as it provides high return
possibility. The number of companies listed in the LSM increased to 12 in 2010 while it was
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8 in 2007. The total trading volume increased rapidly from 37.4 million Libyan dinars in 2008
to reach 147.0 million LYD in 2010, and 1.5 million LYD shares were traded and increased to
12.9 million in 2010. The lowest total market capitalisation was 330 million LYD in 2007 with
highest market capitalisation of 3.6 billion LYD in 2010 [19]. The LSM index starting from a
base of 1000 in April 2008 and closing at 940.44 in June after a high of 1284.21 and a low of
874.14 points, down by 203.25 points, or 20%, it's clear that the second quarter of the year
2008 was relatively volatile and perhaps the most significant reasons behind the decline
during 2008. In year 2010 the LSM index has jumped by 80% on April, reaching 1600 points,
which represent the highest level since 2008, then it closed the year at 1354 points of the
total market capitalisation, traded value, number of shares traded and number of trades
realised in the market [19]. The Libyan stock market remains small size and largely
underdeveloped, inefficient, illiquid when compared with other emerging Arab stock markets.
The total period of (02/01/2007-30/12/2010) is in network training and validation values are
obtained with different combinations of parameters for testing the ANN model (total of
3240.58 data points). The second sub-period of (02/01/2007-28/03/2013) is in sample period
separately as a model input is used and prediction rate is calculated. These data points are
the daily closing stock prices in the currency of the Libyan dinars (LYD). The LYD is tied with
the USD with a conversion rate of approximately 1 USD = 1.27 LYD.

The core objective of this study is to predict the direction of movement in the daily LSM index
and answer the why and when these computational tools are needed, the motivation behind
their development, and their relation to biological systems and other modelling
methodologies, the various learning rules and ANNs forecast is compared with the statistical
forecasting result. To the best knowledge of the author, there is no study that deals with
prediction using artificial neural networks (ANNs) in Libyan Stock Market. The major
contributions of this study are to demonstrate and verify the predictability of stock price index
direction using ANN model and the financial statistical technique, and then to compare the
empirical results of these two techniques.

The rest of the paper is organised into seven sections as follows. Section 2 provides a brief
overview of the theoretical literature. Section 3 proposes empirical chosen methodology.
Section 4 describes the research data analysis and experiments. In Section 5, descriptive
statistics are used simply to describe the sample. In Section 6, the empirical results are
summarised and discussed. The last section provides a brief conclusion and future research.

2. LITERATURE REVIEW

In recent years, there have been a growing number of studies looking at the direction of
movements of various kinds of neural network computing to traditional statistical methods of
analysis [20]. Both academic researchers and practitioners have made tremendous efforts to
predict the future movements of stock market prices index or its return and devise financial
trading strategies to translate the forecasts into profits [21]. In the following sub-sections 2.1
and 2.2, we focus the review of previous studies on ANN model applied to financial market
prices index prediction. It is worth mentioning here that, at the time of this research, literature
review revealed that there is no reported research that applied the ANN for the prediction of
stock price movements in Libyan stock market. In addition, there is no research found that
deals with prediction using artfficial neural networks (ANNs) to predict stock price
movements in Libyan stock market.
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2.1 Artificial Neural Networks (ANNs)

Artificial neural networks (ANNs) or neural networks (NNs) is an interconnected group of
natural neurons that grew out of research in artificial intelligence specifically attempts to
mimic the fault-tolerance and capacity to learn of biological neural systems by modelling the
low-level structure of the brain [22], which the brain basically learns from experience.
According to [23] an artificial neural network is a relatively crude electronic model based on
the neural structure of the brain. The human nervous system consists of billions of neurons
of various types and lengths relevant to their location in the body [24,25].

The Fig. 1 shows a schematic of an oversimplified biological neuron with three major
functional units [26,27,28]: dendrites, cell body and axon. The cell body has a nucleus that
contain information about heredity traits; the dendrites receive signals from other neurons
and pass them over to the cell body; and the axon, which branches into collaterals, receives
signals from the cell body and carries them away through the synapse to the
dendrites/synapses of neigh boring neurons or nerve cell. It is the final part of a neuron to
receive an electrical impulse and is also the area where the impulse is converted to a
chemical signal. The axon terminal transfers information from its neuron into another neuron,
though it does not come into physical contact with the other neuron [29,27]. Each axon
terminal branches off from a neuron like fingers on a hand. Electrical information travels
through a neuron extremely quickly [30]. While it is in the axon of the nerve, this signal is in
the form of an electrical pulse. These pulses are very small, between 50 and 70 millivolts
each. Once the electrical signal reaches the axon terminal, the information is converted into
a chemical signal known as a neurotransmitter [31]. The axon terminal then sends the
chemical signal into the dendrite of the next neuron, which then converts this information
back into an electrical signal and sends it down to the next neuron [32]. This basic system of
signal transfer was the fundamental step of early neuron-computing development and the
operation of the building unit of artificial neural networks.
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Fig . 1. Schematic of biological neuron
Source: adapted from (33,28]
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Several economists advocate the application of neural networks to different fields in financial
markets and economic growth methods of analysis [34,35,36,37]. ANN approach has been
demonstrated to provide promising results in predict the stock market index or its price return
[27]. [38] apply a neural network system to model the trading of S&P 500 index futures. The
results of the study presented that the neural network system outperforms passive
investment in the index. Based on the empirical results, they favour the implementation of
neural network systems into the mainstream of financial decision making. [39] In his effort to
predict stock market, he had created a three multi-layer, back propagation artificial neural
networks using macro-economic indicators as inputs. His data set consisted of values for (6
variables) over a (150 months) period extending from June 1982 to December 1994. His
networks were trained on the first (75 months) of the data set, and then tested on the
remaining (75 months). [40] compare neural networks to discriminate analysis with respect
to prediction of stock price performance. Empirical analyses find that a neural network
models perform better than discriminate analysis in predicting future assignments of risk
ratings to bonds.

Chen et al. [21] tried to predict the direction of Taiwan Stock Exchange Index return. The
probabilistic neural network (PNN) is used to forecast the direction of index return. Statistical
performance analysis of the PNN forecasts is compared with that of the generalised
methods of moments (GMM) with Kalman filter and random walk. Empirical results showed
that PNN demonstrate a stronger predictive power than the GMM—Kalman filter and the
random walk prediction models. [41] qualified neural networks based on various technical
market indicators to estimate the direction of the Istanbul Stock Exchange (ISE) 100 Index.
The approach indicators used are MA, momentum, RSI, stochastic (K%), moving average
convergence-divergence (MACD). The empirical results of the study presented that the
direction of the ISE 100 Index could be predicted at a rate of 60.81%. [42] used ISE-30 and
ISE-ALL indices to see the performances of several neural network models. While, the
prediction performance of neural network models for daily and monthly data failed to
outperform the liner regression model, these models are able to predict the direction of the
indexes more accurately. [43] tested some smaller companies on UK indexes FTSE 100,
FTSE 250 and FTSE Small Cap and concluded that in these markets the higher predictive
ability of technical trading rules exists.

Several researches tend to crossbreed numerous artificial intelligence (Al) techniques
approach used to predict stock market performance [44,45,46,47,48,49,50,16,21,51,52,
53,47,54]. [40] applied a hybrid Al approach to predict the direction of daily price changes in
S&P 500 stock index futures. The hybrid Al approach integrated the rule-based systems and
the neural networks technique. Empirical results demonstrated that reasoning neural
networks (RN) outperform the other two ANN models (back-propagation networks and
perceptron). Empirical results also confirmed that the integrated futures trading system
(IFTS) outperforms the passive buy-and-hold investment strategy. [55] compared artificial
neural network (ANN) performance and support vector machines (SVM) in predicting the
movement of stock price index in Istanbul Stock Exchange (ISE) National 100 Index.
Experimental results showed that average performance of ANN model at a rate of 75.74%
was found significantly better in prediction than SVM model at a rate of 71.52%. [56]
compared the ability of different mathematical models, such as ANN, (ARCH) and (GARCH)
models, to forecast the daily exchange rates Euro/USD using time series data of Euro/USD
from December 31, 2008 to December 31, 2009. Empirical analyses find that the ARCH and
GARCH models, especially in their static formulations are better than the ANN for analysing
and forecasting the dynamics of the exchange rates.
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2.2 Learning Paradigms in (ANNs)

The ability to learn is a peculiar feature pertaining to intelligent systems, biological or
otherwise. In artificial systems, learning (or training) is viewed as the process of updating the
internal representation of the system in response to external stimuli so that it can perform a
specific task. This includes modifying the network architecture, which involves adjusting the
weights of the links, pruning or creating some connection links, and/ or changing the firing
rules of the individual neurons [25].

ANN approach learning has demonstrated their capability in financial modelling and
prediction as the network is presented with training examples, similar to the way we learn
from experience. In this paper, a three-layered feed-forward ANN model was structured to
predict stock price index movement is given in Fig. 2. This ANN model consists of an input
layer, a hidden layer and an output layer, each of which is connected to the other. At least
one neuron would be employed in each layer of the ANN model. Inputs for the network were
twelve technical indicators which were represented by twelve neurons in the input layer (see
Table 2). The units in the network are connected in a feed forward manner, from the input
layer to the output layer of the ANN model with connectivity coefficients (weights), [57]. The
weights of connections have been given initial values. The error between the predicted
output value and the actual value is back-propagated through the network for the updating of
the weights. This method is proven highly successful in training of multi-layered neural
networks. The network is not just given reinforcement for how it is doing on a task.
Information about errors is also filtered back through the system and is used to adjust the
connections between the layers, thus improving performance. This a supervised learning
procedure that attempts to minimise the error between the desired and the predicted outputs
[58]. If the error of the validation patterns increases, the network tends to be over adapted
and the training should be stopped.
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Fig. 2. A Neural network with three-layer feed forward
Source: author, 2013
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The most typical activation function used in neural networks is the logistic sigmoid transfer
function. This function converts an input value to an output ranging from 0 to 1. The effect of
the threshold weights is to shift the curve right or left, thereby making the output value higher
or lower, depending on the sign of the threshold weight. The output values of the units are
modulated by the connection weights, either magnified if the connection weight is positive
and greater than 1.0, or being diminished if the connection weight is between 0.0 and 1.0. If
the connection weight is negative or (value < 0) then tomorrow close price value < than
today’s price (loss). While, If the output value is (smaller than 0.5 or value > = 0) then
tomorrow close price value remains same as today’s price (no loss); otherwise, it is
classified as an increasing direction in movement. If (value > 0.5) then then tomorrow close
price value > than today’s price (profit). As shown in Fig. 2, the data flows from the input
layer through zero, one, or more succeeding hidden layers and then to the output layer. The
back-propagation (BP) algorithm is a generalisation of the delta rule that works for networks
with hidden layers. It is by far the most popular and most widely used learning algorithm by
ANN researchers [13]. Its popularity is due to its simplicity in design and implementation.
The idea is to train a network by propagating the output errors backward through the layers.
The errors serve to evaluate the derivatives of the error function with respect to the weights,
which can then be adjusted. It involves a two stage learning process using two passes: a
forward pass and a backward pass. The basic back propagation algorithm consists of three
steps (Fig. 2). Although, the most commercial back propagation tools provide the most
impact on the neural network training time an performance. The output value for a unit is
given by the following Equation:

y=f)
=f (iwi,jxi’ej)

1 wg.].xl.Z@
o w,x, <6 (i=12,..,n) (1)

where y the output value is computed from set of input patterns, Yiof ' unit in a previous

w 0.
layer, ¥ is the weight on the connection from the neuron " to J, 7 is the threshold value of
the threshold function f, and 7 is the number of units in the previous layer. The function f(x)
is a sigmoid hyperbolic tangent function [59,60]:

4

1-—-¢ x<0,1
l+e™*

f(x)=tanh(x )=

0
threshold : f (x) = {
1 if Ootherwise )

where f(x) is the threshold function remains the most commonly applied in ANN models due
to the activation function for time series prediction in back-propagation:

y=f [iwi'xi _u]:(iwixij

@)
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Once the output has been calculated, it can be passed to another neuron (or group of

Aw
neurons) or sampled by the external environment. In terms of the weight change, v, the
formula equation is given as:

Aw . =no.x.

j = 10;%, (4)
where n is the learning rate (0<n<1), §; is the error at neuron j, Yiis an input vector and Wi
the weights vector. This rule of LMS can also be rewritten as:

Aw, :_U(ti_xiwi)xi (5)

Although a high learning rate, n, will speed up training (because of the large step) by
changing the weight vector, w, significantly from one phase to another. According to [61]

suggests that7 € [0.1,1.0], Zupan and Gasteiger [62] recommend n € [0.3, 0.6], and Fu
[63] recommends n € [0.0, 1.0].

3. EMPIRICAL METHODOLOGY

It is difficult to design artificial neural network (ANN) model for a particular forecasting
problem. Modelling issues must be considered carefully because it affects the performance
of an ANN. One critical factor is to determine the appropriate architecture, that is, the
number of layers, number of nodes in each layer. Other network design decisions include
the selection of activation functions of the hidden and output nodes, the training algorithm,
and performance measures. The design stage involves in this study to determine the input
(independent) and output (dependent) layers through the hidden layers in the case where
the output layer is known to forecast future values. Output of the network was two patterns
(0 or 1) of stock price direction. The output layer of the network consisted of only one neuron
that represents the direction of movement. The number of neurons in the hidden layer was
determined empirically. The determination of the formulation between input and output
layers is called learning and through the learning process, model recognises the patters in
the data and produces estimations. The architecture of the three-layered feed-forward ANN
is explained in Fig. 2. The entire data set covers the period from January 2, 2007 to
December 30, 2010 for network training and validation values, while data from January 2,
2007 to March 28, 2013 to test the predictive ability of the network. For this study the
artificial neural networks are capable estimation models for financial and statistical
performance to test the power of neural network in the prediction of stock price and its’
movement. This process can be described below:

3.1 Statistical Performance Evaluation of the Model

In order to estimate the forecasting statistical performance of some methods or to compare
several methods we should define error functions. [64] advised to use the following forecast
accuracy measures: Mean Error (ME), Mean Absolute Error (MAE), Mean Squared Error
(MSE), Root Mean Squared Error (RMSE), Standard Deviation of Errors (SDE), Mean Per
cent Error (MPE) and Mean Absolute Per cent Error (MAPE), etc. In our study we use four
performance criteria namely mean absolute error (MAE), root mean square error (RMSE),

mean absolute percentage error (MAPE) and goodness of fit RZ. The back-propagation
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learning algorithm was used to train the three-layered feed-forward ANN structure in this
study were the most used error functions is as following:

The mean absolute error is an average of the absolute errors £ = (P, —ﬁi), where P,

and ﬁl are the actual (or observed) value and predicted value, respectively. Lesser values

of these measures show more correctly predicted outputs. This follows a long-standing
tradition of using the “ex-post facto” perspective in examining forecast error, where the error
of a forecast is evaluated relative to what was subsequently observed, typically a census
based benchmark [65,66]. The most commonly used scale-dependent summary measures
of forecast accuracy are based on the distributions of absolute errors (|E|) or squared errors
(Ez) observations (n) is the sample volume. The mean absolute error is given by:

Mean Absolute Error (MAE)z(Z(|E |)/n) @i =12,..,n)

(6)
The MAE is often abbreviated as the MAD (“D” for “deviation”). Both MSE and RMSE are
integral components in statistical models (e.g., regression). As such, they are natural

measures to use in many forecast error evaluations that use regression-based and
statistical. The square root of the mean squared error as follows:

Mean Square Error (MSE)= (Z(Ez) /n) (@ =12,..,n)
i=1
Root Mean Square Error (RMSE)=Sqrt (Z(Ez) /n) (G =12,..,n)
= (M)
If the above RMSE is very less significant, the prediction accuracy of the ANN model is very

close to 100%. Since percentage errors are not scale-independent, they are used to
compare forecast performance across different data sets of the area using absolute

percentage error given by 4PE = (P, —W})*IOO. Like the scale dependent measures,

a positive value of APE is derived by taking its absolute value (|APE |) observations (n).
This measure includes:

Mean Absolute Percentage Error (MAPE)=(Z(|APE |)/n) (i=12,..,n)
®)

The use of absolute values or squared values prevents negative and positive errors from
offsetting each other. However, there are other error measures (e.g. Theil-U or LINEX loss
function) but they are less intuitive and infrequently used [67]. All these features and more
make MATLAB an indispensable tool for use in this work.

Goodness of Fit (Rz)zl—((iEz)/(ie?)j (i =1,2,...n)
i=1 i=1 (9)
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where e, = p. — p. , is the forecast error values. p, , the actual values and p, , denote the

predicted values. The more R? correlation coefficient gets closer to one, the more the two
data sets are correlated perfectly. As the aim of all of the prediction system models proposed
in this study is to predict the direction of the stock price index forecasting, the correlation
between the outputs do not directly reflect the overall performance of the network.

3.2 Financial Performance Evaluation of the Model

In order to evaluate the financial performance of the model, the correct predicted positions
by the model have been compared. Prediction rate (PR) is evaluated used in the formula to
calculate the prediction accuracy and is as follows:

1 n
Prediction Rate (PR):—ZRI. (i =12,..,n)
nia (10)

where R, the prediction result is for the i" trading day is defined by:

R - 1 if PO, =40,
"o otherwise

PO, is the predicted output from the model for the " trading day, and AQO, is the actual

output for the i trading day, n the total predicted outputs. The error level was determined
5% and it means that those outputs with the error level less than the defined value are
considered as correctly predicted values.

4. DATA ANALYSIS AND EXPERIMENTS

The data used in this study include total stock price index which is composed of closing
price, the high price and the low price of total price index. It should be reminded that the total
period of (02/01/2007-28/03/2013) is divided into two sub-periods of training and validation
period. First sub-periods of (02/01/2007-30/12/2010) is in network training and validation
values are obtained with different combinations of parameters for testing the models. The
second sub-period of (02/01/2007-28/03/2013) is in sample period for testing prediction rate
model inputs. The whole data in the statistical population were employed in the analysis and
this leads to non-selection of a specified sampling method. The total number of sample is
763 trading days. The number of sample with increasing direction is 443 while the number of
sample with decreasing direction is 320. That is, 58% of the all sample have an increasing
direction and 42% of the all sample have a decreasing direction. The research data used in
this study is the direction of daily closing price movement in the LSM Index. The number of
sample for each year is shown in Table 1.
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Table 1. The number of sample in the entire data set

Description Year Total
2007 2008 2009 2010

Increase 112 127 95 109 443

% 57 66 49 61 58

Decrease 85 65 70 100 320

% 43 34 39 51 42

Total 197 192 179 195 763

Source: author, 2013

Since we attempt to forecast the direction of daily price change in the LSM index, technical
indicators are used as input variables in the construction of prediction models. This study
selects 12 technical indicators to make up the initial attributes, as determined by the review
of domain experts along with the previous studies such as [67,17,41,16,25,2,42,55]. Table 2
demonstrates the titles of twelve technical indicators and their formulas, and summary
statistics data for the selected indicators were calculated and given in Table 4.

5. DESCRIPTIVE STATISTICS

As mentioned previous in sub-section 2.2 and Fig. 2, the function of hidden layer is tan-
sigmoid and the transferred function of output layer is linear in a three layer network, where
input layer is simply distributing the inputs in various hidden layer and no processing takes
place there, requires least number of training epochs. The parameters of neural network
model include the number of neurons (n) in the hidden layer, value of learning rate (n),
momentum coefficient (u) and number of training epochs (ep) are professionally determine
with  ANN model parameters using neural networks toolbox of MATLAB software to
implement the model. As suggested in the previous section 2, literature, a small value of n
was selected as 0.1. The levels of the ANN parameters that are tested for choosing the best
combination is presented in Table 3. Ten levels of neurons (n), five levels of momentum ()
and 120 levels of epochs (ep) were tested in the parameter setting experiments. The
parameter levels evaluated in parameter setting a total number of (10 * 5 * 120 = 6000)
treatments for ANN model. Each parameter combination was applied to the training and
validation data sets and prediction accuracy of the models were evaluated. Therefore, the
training and validation performance were calculated for each parameter combination. The
parameter combination that resulted in the best average of training and validation
performances was selected as the best one for the prediction model.
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Table 2. Selected technical indicators and their formulas

Defined variables Code Formula equation Description
Accumulation/distribution H,-C,
oscillator. It is a momentum A/D ﬁ C I H
indicator  that  associates  Oscillator ¢ where ! is the closing price at time t, "' the low price at time t, " !
changes in price the high price at time ¢
It measures the variation of a where M, =(H,+L,+C,)/3,
security’s  price from its .
statistical mean CCli SM = zi=1Mz—t+l d
Commodity t n » %
channel M —SM n
index M D = Zi:1|Mr—i+1 -SM,
0.015D, ¢ "
It is a momentum indicator H, -C,
that measures Larry —+—L*100
overbought/oversold levels William’s n T
(R%)
MACD(n), ,+2/n+1%* where DIFF : EMA(12), — EMA(26),, EMA is
(DIFF, —MACD(n), ;) exponential moving average,
Moving average convergence MACD EMA(k), :EMA(k), ,+a*
divergence .
(€, —EMA(K),,) , & smoothing factor:
2/(I+k).k is time period of k day exponential
moving average.
It measures the amount that
a security's price has Momentum C —-C —-n C . . ) )
changed over a given time ! ! where ! is the closing price at time ¢, n the
span price day
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It displays the difference C
between the current price ROC Price- —*100
and the price n days ago rate-of- ¢ n
change
Relative strength index. It is a 100 where Up .
price following an oscillator RS/ 100 | | S D * means upward-price-
mzthrjg%‘i? :r?g; gir:O LOS(.)IIA +(ZL)@7H n) (Z;) 11 change and Dw, means downward-
ysing 1 price-change at time t.
to look for divergence in
which the security is making
a new high.
C +C +..+C It shows the average value of a
Simple 10-day moving Simple MA : = = security’s price over a period of time. If
average. n the value of a security’s price over a
period of time. If the price moves
above its MA, a buy signal is
generated. If the price moves below its
MA a sell signal is generated.
It compares where a C, +L, where LL, and HH,,
security's  price  closed Stochastic ~—*100 _ o ’mean lowest low and
relative to its price range over (K %) HH, ,-LL,, highest high in the last t days, respectively.
a given time period
K, %)
Moving average of %K Stochastic (Z,-:o =i 70
(D%) n
n-1
Moving average of %D. Stochastic (Zi=o D,_;%)
slow (D%) n

((n)*c, +(n—=1)*c, , +...+c,
(m+(n-1)+..+1)

Weighted 10-day moving WMA
average

Notes: In this study the original data were normalised in a range of [-1, 1].
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Table 3. ANN parameter levels tested in parameter setting

Parameters Level(s) Tan-Sigmoid transfer Linear transfer
function function
a o]
Aaq e
Number of neurons 10, 20,..., 50 / " 5 7
(n) o~
Learning rate (n) 0.1,0.2,...,0.5 [
Momentum 0.01, a = ransig(n) a = purelin(n)
constant (u) 0.02,...,0.05
Epochs (ep) 30, 60,
90,120

Source: author calculation, 2013

Table 4 presents the summary statistics for each attribute. This study is to predict the
directions of daily change of the LSM index is categorised as “0” or “1”. “0” means that the
next day’'s LSM index at time t is lower than today’s LSM index at time t-1. If the LSM index
at time t is higher than that at time t-1, direction t is “1”. The original data were scaled into
the range of [-1:0; 1:0] using max-min normalisation formula, which is used here to
expresses the actual value using the following equation.

X. -X. .
w= O Xi) gyyy '
(xi,max =X i min (l = 1,2,...,7’1) (11)
where u and Xx, represent normalised and actual value respectively. x, . and x, .

represent minimum and maximum values of the attribute x,. /4, upper bound of the
normalising interval and l,. lower bound of the normalising interval. Max-min normalisation

plans a value u of x, intherange (h, —/,) i.e. (-1.0; 1.0), in this case. As a value greater
than O represents a buy signal while a value less than 0 represents a sell signal.
(i =1,2,...,n) the number of observations. The aim of linear scaling is to independently

normalise each feature component to the specified choice. It ensures the larger value input
attributes do not overwhelm smaller value inputs, then helps to reduce prediction errors
[16,18]. As we mentioned earlier in Table 2, twelve technical indicators are as input
variables. The Mean and Standard Deviation of input variables is shown in Table 4.
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Table 4. ANN parameter levels tested in parameter setting

Features name Max Min Mean Standard deviation
A/D Oscillator 23361.231 19502.12 44.450 11023.013
ccCl 261.531 -252.224 -3.201 86.171
Larry William’s (R%) 100.000 -0.051 38.423 26.427
MACD 1022.211 -661.294 24112 165.720
Momentum 1101.090 -687.780 16.120 176.213
ROC 110.211 60.552 88.661 2.351

RSI 100.000 0.000 36.254 18.521
Simple MA 24410.260 1021.120 2365.171 1992.274
(K %) 88.004 2.012 29.810 12.371
(D%) 86.011 4.660 27.231 10.346
Slow (D%) 85.370 3.990 27.224 09.332
WMA 11210.231 2771.786 5131.170 1611.001

Source: author calculation, 2013

6. EXPERIMENTAL RESULTS
6.1 Comparison of Financial Performance

The total period of (02/01/2007-30/12/2010) is in network training and validation values are
obtained with different combinations of parameters for testing the ANN model. The empirical
results are presented in Table 5 and 6. The second sub-period of (02/01/2007-28/03/2013) is
in sample period separately as a model input is used and prediction rate is calculated. The
total of 6000 parameter combinations for the ANN model were tested and completed as
presented in Table 3. Three parameters are considered as the best combinations and
corresponding prediction accuracies are given in Table 5. Through these parameter
combinations, we can now able to reach comparison experiments of the ANN model, based
on the data sets presented in Table 5, including the average of training and validation
performances for each case is calculated. The average of training and validation
performance of the ANN model for these parameter combinations was varied between
87.58% and 87.99%. It can be assumed that both the training and validation performances
of the ANN model are significant for parameter combination setting data set. The
experiments were carried out for each year and the analysis results which are revealed
separately in Table 6.

Table 5. Three parameters are considered as the best combinations of ANN model

No n ep M n Training Validation Average
1 0.023 60 0.037 20 80.49 94.67 87.58
2 0.1 120 0.019 30 82.56 93.42 87.99
3 0.025 90 0.041 30 81.99 93.51 87.75

Source: author calculation, 2013

Table 6 shows that the average predication rate values (91%) as the measure of financial
performance of the ANN model for three different parameter combination (0.1; 120; 0.019;
30) is relatively better than others. Therefore, the prediction rate values performance of this
parameter combination can be adopted as the best of the ANN model, since its average
training and validation performance (82.56%; 93.42%) is relatively greater than the others.
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As shown in Table 6, the best adaptation of the neural network model outputs with prediction
rate (PR) values is 91%, which means 91% of data analysis is correctly predicted by the
ANN model. Table 6 also shows that the prediction rate values performances are different
for each year. For the selected parameter combination, the best prediction rate values rate
performance (92%) was obtained in 2009 and 2010, while the worst one (88%) was obtained
in 2013. For the other parameter combinations, the prediction rate values performances in
2013 were generally lesser than the other years. However, therefore, based on the
experimental results given, the best parameter combination of ANN model is (n = 0.1; ep =
120; y = 0.019; n = 30) with an average prediction rate values performance (91%).

Table 6. Financial prediction performance (%) of ANN model

Parameter combination (n ep p n)
(0.023; 60; 0.037; 20)  (0.1; 120; 0.019; 30) (0.025; 90; 0.041; 30)
(Training; validation) (Training; validation) (Training; validation)

Year (80.49; 94.67) (82.56; 93.42) (81.99; 93.51)
Prediction rate Prediction rate Prediction rate
2007 0.89 091 0.90
2008 0.89 0.89 091
2009 0.90 0.92 0.88
2010 0.91 0.92 0.92
2012 0.88 091 0.90
2013 0.87 0.88 0.87
Average 0.89 0.91 0.90

Note: The Libyan Stock Market closed following the eruption of the Libyan civil war in 15 February
2011. It remained closed until reopening the following year on 15 March 2012.
Source: author calculation, 2013

6.2 Comparison of Statistical Performance

Statistical performance of the three parameter combination is compared in Table 6. As
already is mentioned in sub-section 3.1, MAE, RMSE, MAPE and R?, measures are used in
order to compare the statistical performance of parameters combinations. MAE, MAPE and
RMSE are used as error measurement. Table 7 shows that the error measurements are
used for ANN model in order to compare the statistical performance of parameters
combinations. Goodness of fit R? is also referred to as the coefficient of multiple correlations.

As is shown in Table 8, the parameter combination (0.1; 120; 0.019; 30) is relatively better
than others. Therefore, this combination in terms of financial and statistical performances is
the best one. In all cases the relationship strength between parameter combination and
forecast accuracy measures such as MAE, MAPE, and RMSE is strong (R’20.99). MAPE
and RMSE measure the residual errors, which gives a global idea of the difference between
the predicted and actual values. Although, the MAE is very similar to the RMSE but it is less
sensitive to large forecast errors (Fig. 3). The longer MAE means higher bias level and less
accurate forecast to predict prices, but it does not mean that MAE is not suitable to predict
stock market fluctuations. It seems that MAE method is more suitable to predict stock market
fluctuations rather than short moving average. According to Table 8, as good as ANN model
can be, is a powerful tool in predicting direction of LSM index movement and the current
study results is in consistent with the previous studies such as [17,41,42,68,55].
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Table 7. Statistical performance of ANN model

Parameter combination (n ep y n)

(0.023; 60; 0.037; 20) (0.1; 120; 0.019; 30) (0.025; 90; 0.041; 30)
Year R’ MAE MAPE RMSE R’ MAE MAPE RMSE R’ MAE MAPE RMSE

2007 0.9965 2.22E-06 0.001201 0.000022 0.9992 4E-06 0.000240 2E-05 0.9956 5.13E-06 0.001102 6.31E-06
2008 0.9993 3.01E-06 0.001300 1.02E-05 0.9977 7E-06 0.003331 4E-07 0.9989 7.16E-06 0.003001 0.000020
2009 0.9979 0.000910 0.001002 0.000120 0.9996 1E-08 0.005664 1E-05 0.9989 0.000004 0.002230 0.000210
2010 0.9906 0.000066 0.001160 3E-06 0.9925 2E-06 0.000600 3E-05 0.9995 2.27E-06 0.001511 4.22E-05
2012 0.9980 3.01E-06 0.000201 7E-05 0.9998 9E-05 0.001017 0.000312 0.9982 0.000002 0.001060 0.000009
2013 0.9981 4.41E-05 0.001510 0.000044 0.9999 7E-06 0.004230 2E-05 0.9988 0.000015 0.002001 0.000112

Source: author calculation, 2013
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Table 8. Statistical performance forecasting results of ANN model

Model No of Obs. R* PR MAE RMSE MAPE

ANN 6 0.993 0.91 0.000002 0.00003 0.0006
Source: author calculation, 2013

Fig. 3 shows that the MAE, RMSE and MAPE calculated for the forecast period using the
empirical antiracial natural network model in predicting direction of LSM index movement
results are given in Table 8. The ANN models correctly predict the signs of stock price
indexes up to 91% for entry data.

0.0006

0.0006
0.0004
0.0002

0 1 : T o ‘x ' Al‘!
MAE RMSE MAPE

0.000002  0.00003

Fig. 3. MAE, RMSE and MAPE of neural network model
Source: author calculation from Table 8, 2013

The best results of the ANN model in predicting direction of LSM index is based in the paired
samples T-test. The experimental results of T-test are given in Table 9. Table 9 shows that
the mean performances of ANN model is significant level at a = 0.05, which give us some
very important clues. That is, the performance of the ANN shows superior predicting power
in forecasting the LSM index movement.

Table 9. T-test results of financial prediction ANN model

Model No of Obs. Mean Std.dev t o]
ANN 6 91% 3.28 4.066 0.059
Source: author calculation, 2013

The ANN model accurately predicted the direction of movement with prediction rate 91% of
data analysis in its best case, which is a perfectly good outcome. In addition, the detailed
empirical analysis of models parameters and selection of efficient parameter values may
result in higher prediction accuracy. The set of technical indicators analysis adopted in our
ANN models considered as the most appropriate for stock price prediction in emerging
economy such as Libyan Stock Market. Although the prediction performance of ANN
outperforms studies in the review of literature, it is still likely that the statistical forecast
performance of the model is still possible to be improved performance over traditional
techniques by doing the following: the model parameters should be adjusted by systematic
experimentation comprehensive or the input variable sets requisite to to be modified by
choosing those input that are more realistic in reflecting of the financial market performance.
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7. CONCLUSION AND FUTURE RESEARCH

This paper aims to find the answer of the following question: whether the Libyan forecasted
LSM index through the learning procedure techniques of ANN model or not. The issue of
accurately predicting the direction of movements of the stock market price levels is highly
significant for formulating the best market trading solutions. It is fundamentally affecting
financial trader’s decisions to buy or sell of an instrument that can be lucrative for investors.
It can be concluded that successful prediction of stock prices may promise attractive benefits
for investors. LSM index behaviour, however, is extremely complicated and very difficult. In
addition, stock market is can be affected by many macro-economic factors such as political
events, investors’ expectations, institutional investors’ choices, firms’ policies, general
economic conditions, interest rates, foreign exchange rates, movement of other stock
market, psychology of investors and consumer price index etc. Consequently, it is very
important to design and develop a model with the capability in predicting the LSM index
behaviour which “learns” from observed data. This study attempted to predict the direction of
stock price movement in emerging market such as the Libyan Stock Market closing price
levels using ANN model based on the daily data from period 2007 to 2013. The forecasting
ability of the model is accessed using MAE, RMSE, MAPE and R?, which can be a future
work for interested readers.

The key experimental results obtained, can give some very significance conclusions of this
study is as follows. Firstly, it shows that how forecasting the stock market price could be
achieved by using the proposed model. This model of ANN showed significant performance
in predicting the direction of stock price movement. Thus, ANN model can be used as a
better alternative technique for forecasting the daily stock market prices for this area. The
ANN model accurately predicted the direction of movement with the average prediction rate
91% of data analysis in its best case, which is a perfectly good outcome. In all cases the
relationship strength between parameter combination and forecast accuracy measures such
as MAE, MAPE, and RMSE is strong (R220.99). Furthermore, this study proved the
significance of using twelve particular technical market indicators which gave also useful
results in predicting the direction of stock price movement. To improve ANN model
capabilities, a mixture of technical and fundamental factors as inputs over different time
period were used to be an effective tool in forecasting the market level and direction.

The limitations of current study that provide some suggestions for future research are
mentioned in the following: (1) each method has its own strengths and weaknesses. Future
researches are suggested to use technical indicators of this study and other combining
techniques models by integrating ANN with other classification models such as random walk
[see, e.g., 69], Support Vector Machines SVM, Genetics Algorithm GA and Generalised
Autoregressive Conditional Heteroskedasticity GARCH models to predict the LSM index
movements. The weakness of one method can be balanced by the strengths of another by
achieving a systematic effect. (2) Hybrid ANN model can also be used in the prediction of
stock price indexes. Thus, these models grew to include: (SVM), (GA), (GARCH) and
financial time series prediction. (3) Another important issue that should be mentioned here is
the differences among the prediction performances for each year. It can be shown from the
experimental results that the year of 2011 is not included because Libya had a devastating
political crisis in 2011. The crisis in the revaluation had affected the stock market initially.
The stock market has been closed for 12-months. Under such circumstances of political
crisis, a decrease in the prediction performance of technical indicators can be considered
acceptable.
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